FAQs and troubleshooting

On this page:

® Frequently Asked Questions
© | cannot log in with the default Administrator user via Teamwork Cloud Admin Ul. What could be the cause of the problem?
Where can | find the Teamwork Cloud log file?
How do | check Cassandra status?
How do | check if Teamwork Cloud has a problem connecting to Cassandra?
What should | see in the Teamwork Cloud log file, which indicates that Teamwork Cloud has been successfully started?
How can | use the netstat command to see if the ports are bound?
| cannot see the project history or branch or perform any operations related to the project history from MagicDraw. What could be the
cause of the problem and how to solve it?
® Troubleshooting
© The Teamwork Cloud installer is not started on Windows
I cannot uninstall Teamwork Cloud using uninstall.exe
Teamwork Cloud cannot connect to Cassandra
Teamwork Cloud fails to start, and a message about AssociationError appears in the log file
Teamwork Cloud Admin Ul does not refresh information when opened with Internet Explorer
Compatibility issue when logging into Teamwork Cloud Admin using Internet Explorer 11
Cannot start modeling tool on Mac
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This page provides answers to frequently asked questions and tips for troubleshooting your Teamwork Cloud system.

For additional frequently asked questions and tips regarding the authentication server check the following sections:

® Authentication server error codes
® Authentication server FAQs and troubleshooting
® Reporting issues to the TWAdmin Support Team

@envggﬁﬂ&ging cassandra.yaml, take note of the following:

® There is a space before each IP address for parameters listen_address and broadcast_rpc_address. The space is required for Cassandra
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problemZnere is a #, for example, #broadcast_rpc_address: 10.1.1.123, this value will become a comment. If there is a space before the parameter

There are seasiel teiuexaropladrspisoerdios degindalurp Guatdiess: 10.1.1.123, you will get an error after starting Cassandra.

® Cassandra is not started so Teamwork Cloud cannot connect to it.
® Cassandra is started but Teamwork Cloud cannot connect to it due to Cassandra and/or network configuration problem.

To find out what the cause of the problem is, you need to look at the log file and check the status of Cassandra. See Troubleshooting section for more
information.

Where can | find the Teamwork Cloud log file?
The default log file location is <user home folder>/.twcloud/<version number>.

® The log file of Teamwork Cloud is called server.log.

How do | check Cassandra status?
Cassandra provides a nodetool utility, which is a command-line interface for managing a cluster. You can use it for checking the cluster status.

® On Linux, type:

$ nodet ool status

® On Windows, type:

C:\ > "%CASSANDRA HOVEYS \ bi n\ nodet ool st at us

The following is an example output from running the nodetool status.
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Starting NodeTool
Dat acenter: datacenterl
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UN means that the status is up and normal.

How do | check if Teamwork Cloud has a problem connecting to Cassandra?

You can check it from the log file of Teamwork Cloud. If Teamwork Cloud cannot connect to Cassandra during the Teamwork Cloud startup process, a log
message similar to the following will appear and the server will shut itself down.

INFO 2016-01-04 11:12:32.131 Connecting to Cassandra [ CoreManager Conponent, Conponent Resol ve Thread]
ERROR 2016-01-04 11:12:50.351 Connection to Cassandra failed due to tineout [CoreManager Conponent, Conponent
Resol ve Thread]

You may also find yourself in a situation where Teamwork Cloud has been started successfully but the problem connecting to Cassandra occurs later. If
this happens, a log message similar to the following will appear.

WARN 2016-01-04 13:57:26.034 There was a problemwi th the connection between the TWCLOUD server and Cassandra
[ Abstract Actor, twcloud-akka. actor. default-dispatcher-24]

What should | see in the Teamwork Cloud log file, which indicates that Teamwork Cloud has been successfully started?

If Teamwork Cloud has been successfully started, you will see a log message similar to the following in the log file.

========== Consol e Server Configurations ==========
Consol e Server: https://100.64.17.152: 8111

Auth Server: https://100.64.17.152: 8555

TWCl oud Server: [100.64.17.152:3579]

Sel ect or: RoundRobi nSer ver Sel ect or

Secured Connection: false

INFO 2016-01-04 14:06:15.971 TWCLOUD Cluster with 1 node(s) : [10.1.1.123] [LoginActor, twcloud-akka.actor.
def aul t - di spat cher - 15]

How can | use the netstat command to see if the ports are bound?

® On Linux, type

netstat —an | grep :8111 and netstat —an | grep :8555

® On Windows, type

Netstat —ano | find “:8111" and Netstat —ano | find “:8555"

I cannot see the project history or branch or perform any operations related to the project history from MagicDraw.
What could be the cause of the problem and how to solve it?

You need to check if it is a known issue by looking at the server.log file. If you see the following ERROR message, it is a known issue.

com esot eri csof t ware. kryo. KryoExcepti on: Buffer overflow

You can solve this issue by adding the following code line at the end of the configuration file, <Teamwork Cloud install folder>/configuration/application.conf.



esi.serializer.max-buffersize = -1

After updating the configuration, you will need to restart TeamworkCloud.

Troubleshooting

The Teamwork Cloud installer is not started on Windows
If you run the installer file and the installer Ul does not show up or receive the message: "Windows error 2", try the following workaround.
1. Start the command prompt by selecting "Run as administrator”.

2. Start the installer from the command line and use the option LAX_VM followed by the location of java.exe. For example:
C:\> twcloud_190_beta_installer_win64.exe LAX_VM "C:\Program Files\java\jdk1.8.0_152\bin\java.exe"

I cannot uninstall Teamwork Cloud using uninstall.exe
If you run uninstall.exe and the uninstall Ul does not show up or receive the message "Windows errors", try the following workaround.
1. Start the command prompt by selecting "Run as administrator".

2. Start uninstall.exe from the command line and use the option LAX_VM followed by the location of java.exe. For example:
C:\> uninstall.exe LAX_VM "C:\Program Files\java\jdk1.8.0_152\bin\java.exe

Teamwork Cloud cannot connect to Cassandra

If the Teamwork Cloud server log shows the following message:

INFO 2016-01-04 11:12:32.131 Connecting to Cassandra [ CoreManager Conponent, Conponent Resol ve Thread]
ERROR 2016-01-04 11:12:50.351 Connection to Cassandra failed due to tineout [CoreManager Conponent, Conponent
Resol ve Thread]

It means that Teamwork Cloud cannot connect to Cassandra and this is usually caused by the following reasons:
® Cassandra is not started.
® Cassandra is started but it is not properly configured for cloud. You need to make sure that you follow the Cassandra configuration instruction and
that you restart Cassandra after updating the configuration. You can find the configuration instruction from the following links:

© The Cassandra configuration instruction for Linux: Installing and configuring Cassandra on Linux
© The Cassandra configuration instruction for Windows: Installing and configuring Cassandra on Windows

Teamwork Cloud fails to start, and a message about AssociationError appears in the log file

If the Teamwork Cloud server fails to start and an error message similar to the following appears in the log file:

ERROR 2016-01-04 13:12:58.104 Associ ationError [akka.tcp://twcloud@?27.0.0.1:2552] -> [akka.tcp://twl oud@lO.
1.1.123:2552]:

Error [Association failed with [akka.tcp://twcloud@O. 1. 1. 123: 2552]] [akka. renote. Endpoi nt Associ ati onExcepti on:
Association failed with [akka.tcp://tweloud@O. 1. 1. 123: 2552]

You need to check if the hostname can be resolved to the IP that you specified while installing Teamwork Cloud.

From the log message given in the example above, you will see two IP addresses in the message 127.0.0.1 and 10.1.1.123. They mean that you have
specified the IP address 10.1.1.123 during Teamwork Cloud installation, however, your hostname is resolved to loopback IP 127.0.0.1.

You can configure how your machine resolves the hostname from the hosts file. The location of the hosts file:

® On Linux: /etc/hosts
® On Windows: %SystemRoot%)\system32\drivers\etc\hosts

You can check what IP address is resolved from the hostname by using the following steps:
® On Linux:

Execute the following command
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$ resolveip -s $(hostname)

® On Windows

Step 1: Find hostname of the machine.

C:\ > host nane
Step 2: Use the ping command followed by the hostname you got from Step 1. For example, if your hostname is my-machine, use the command.

C:\> ping ny-machi ne

Teamwork Cloud Admin Ul does not refresh information when opened with Internet Explorer

Every time you edit and save information on the Teamwork Cloud Admin, the updates will appear in the Teamwork Cloud Admin Ul. If you are using the IE
browser and your Ul does not reflect what you have just updated, you may need to configure the internet settings.

To make sure that your Teamwork Cloud Admin Ul refreshes new updates every time you edit and save information

1. On the IE browser, click ﬁ > Internet options to open the Internet Options dialog.
2. On the General tab, click . The Website Data Settings dialog will open.

-
Website Data Settings

Temporary Internet Files | History | Caches and databases |

Internet Explorer stores copies of webpages, images, and media
for faster viewing later,

Chedk for newer versions of stored pages:

(@ Every time I visit the webpage
(7 Every time I start Internet Explorer
) Automatically
(71 Mever
Disk space to use (8-1024ME)
(Recommended: 50-250ME)

Current location:

C:\sersimimi_k\AppDataiLocal\Microsoft\Windows\Temparary
Internet Files),

[ Move folder. .. ][ iew objects ][ View files

oK ] [ Cancel

3. Select the option Every time | visit the webpage to update website data.
ok || o

4. Click[

Compatibility issue when logging into Teamwork Cloud Admin using Internet Explorer 11

You may experience some incompatibility issues while logging into Teamwork Cloud Admin using Internet Explorer 11, which might cause an error in the
display.

To fix the problem



1. On the Internet Explorer browser, click ﬁ > Compatibility View Settings.

il ™
Compatibility View Settings [

% Change Compatibility View Settings

A

Add this website:

Add

Websites you've added to Compatibility View:

Remove

[ Display intranet sites in Compatibility View
IUse Microsoft compatibility lists

Learn mare by reading the Internet Explorer privacy statement

Close

e
2. Clear the option Display intranet sites in Compatibility View.

3. Click | Close

Cannot start modeling tool on Mac

Sometimes modeling tools fail to start on Mac computers with Apple silicon. In such cases, run Rosetta. You can install it via the terminal:

[ usr/sbin/softwareupdate --install-rosetta --agree-to-1license

Related pages:

® Getting started
® Using TWAdmin
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